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Nazwa przedmiotu
Modele niedeterministyczne i uczenie maszynowe w analizie danych [S2ETI2>MNiUMwAD)]

Przedmiot

Kierunek studiow Rok/Semestr
Edukacja techniczno-informatyczna 1/2

Studia w zakresie (specjalnosc) Profil studiow

- ogolnoakademicki
Poziom studiow Jezyk oferowanego przedmiotu
drugiego stopnia polski

Forma studiow Wymagalnosc¢
stacjonarne obligatoryjny

Liczba godzin

Wyktad Laboratorium Inne
30 0 0
Cwiczenia Projekty/seminaria

0 0

Liczba punktéw ECTS

2,00

Koordynatorzy Wyktadowcy

dr inz. Jakub Grabski
jakub.grabski@put.poznan.pl

Wymagania wstepne
Podstawowa wiedza z matematyki oraz metod sztucznej inteligencji, umiejetno$¢ programowania.

Cel przedmiotu

Celem przedmiotu jest poszerzenie wiedzy studentéw z zakresu metod statystycznych oraz uczenia
maszynowego w analizie danych.

Przedmiotowe efekty uczenia sie

Wiedza:

1. Student powinien zna¢ zaawansowane modele niedeterministyczne i techniki uczenia maszynowego
2. Student powinien znaé podstawowe zastosowania modeli niedeterministycznych oraz technik uczenia
maszynowego w przyktadowych zastosowaniach z zakresu inzynierii

Umiejetnosci:

1. Student potrafi zdoby¢ informacje dotyczgce modeli niedeterministycznych i technik uczenia
maszynowego

2. Student potrafi zastosowac wybrang technike uczenia maszynowego w wybranym srodowisku



programistycznym
3. Student potrafi zaplanowac zastosowanie wybranej techniki uczenia maszynowego do zadanego
problemu z zakresu problemow inzynierskich .

Kompetencje spoteczne:

1. Student jest gotowy do krytycznej oceny posiadanej wiedzy i odbieranych tresci z zakresu modeli
niedeterministycznych i uczenia maszynowego

2. Student jest gotowy do uznawania znaczenia wiedzy w rozwigzywaniu problemoéw poznawczych i
praktycznych oraz zasiegania opinii ekspertow

Metody weryfikacji efektéw uczenia sie i kryteria oceny
Efekty uczenia sie przedstawione wyzej weryfikowane sg w nastepujgcy sposob:

Zaliczenie wyktadu na podstawie punktoéw zdobytych na tescie na ostatnicznych zajeciach.
Kryteria oceny /ocena: zgodnie z regulaminem studiow

Tre$ci programowe

Wybrane modele niedeterministyczne w statystyce i metodach sztucznej inteligencji oraz techniki
uczenia maszynowego w analizie danych - teoria, implementacja, zastosowania.

Tematyka zaje¢

1. Wybrane testy nieparametryczne w analizie danych.

2. Algorytmy ewolucyjne jako modele niedeterministyczne.

3. Implementacja wybranych algorytméw ewolucyjnych.

4. Zastosowania algorytmow ewolucyjnych w zagadnieniach inzynierskich.

5. Metoda Monte Carlo i jej zastosowania jako przyktad algorytmu probabilistycznego.
6. Naiwny klasyfikator Bayesa.

7. Analiza PCA.

8. Metoda k-najblizszych sgsiadow.

9. Maszyny wektorow nosnych (SVM).

10. Drzewa decyzyjne i drzewa regresyjne.

11. Sieci neuronowe.

12. Konwolucyjne sieci neuronowe.

13. Wybrane zastosowania sztucznych sieci neuronowych w analizie danych.
14. Duze modele jezykowe (LLM).

15. Kolokwium.

Metody dydaktyczne
Wyktad: prezentacja multimedialna wspierana praktycznymi przyktadami prograministycznymi.
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Bilans naktadu pracy przecietnego studenta



Godzin ECTS
taczny naktad pracy 50 2,00
Zajecia wymagajgce bezposredniego kontaktu z nauczycielem 30 1,00
Praca wtasna studenta (studia literaturowe, przygotowanie do zajec 20 1,00

laboratoryjnych/éwiczen, przygotowanie do kolokwidow/egzaminu,
wykonanie projektu)




